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Abstract

Numerical simulations are an essential tool for assessing the long-term storage of CO\textsubscript{2} in saline aquifers, such as the pilot project at the Wandoan site in Queensland’s Surat Basin. However, the robustness of the numerical predictions is dependent on accurately capturing the essential physical processes involved. One of the most significant results obtained through numerical simulations is the partitioning of CO\textsubscript{2} into immobile phases, particularly the amount immobilised at residual saturation and the amount that has dissolved into the resident formation water. The quantity and time scale for CO\textsubscript{2} immobilised in this manner is critical for understanding the security of the geological storage, as it reduces the possibility of leakage into shallower formations.

It is well known that the necessary use of large grid blocks in numerical simulations of field-size projects introduces errors in the predictions of the amount of dissolved CO\textsubscript{2}. Recent work has provided simple solutions to correct this error (Green and Ennis-King, 2012). Another consequence of large grid blocks that has not yet been adequately addressed is the failure to accurately include the effects of convective mixing. This fine-scale process, which acts to increase the dissolution rate of CO\textsubscript{2} into the formation water, has been the subject of a large body of scientific literature in recent years. Unfortunately, methods to include this effect in field-scale simulations, such as those that will be required for storage in the Precipice Sandstone in the Surat (e.g. the Wandoan site), are lacking.

In this report, a review of the current body of knowledge concerning convective mixing of CO\textsubscript{2} in saline aquifers is presented, and plans for future research to address the present shortcomings are detailed.

1 Introduction

Geological storage of carbon dioxide as a means to reduce anthropomorphic emission of greenhouse gases is one of the possible strategies currently being explored. It is the subject of a very large body of scientific research worldwide, with a corresponding large body of published literature.

One of the most likely storage options is sequestration in deep saline aquifers (van der Meer, 1992; Bachu et al., 1994), where CO\textsubscript{2} is injected into the resident formation brine. Storage security can be achieved through several mechanisms. The most commonly considered storage mechanism is structural trapping, where an impermeable caprock forms a structural closure that prevents buoyant migration of injected CO\textsubscript{2} beyond the caprock.

In the case where CO\textsubscript{2} is injected into a saline aquifer with a bounding cap rock, buoyancy drives vertical migration of the mobile CO\textsubscript{2} (CO\textsubscript{2} in the supercritical gas phase), which then spreads beneath the cap rock to form a thin, laterally extensive plume of gas phase CO\textsubscript{2}, see Figure 1.1. In time, the gaseous CO\textsubscript{2} begins to dissolve into the local formation water, leading to a small increase in density of the saturated brine at the top of the aquifer. Diffusion of the dissolved CO\textsubscript{2} allows further dissolution, a process that leads to a gravitational instability whereby a denser fluid lies atop a less dense one. This process is known as convection, where motion is induced as vertical acceleration overcomes diffusion. Weir et al. (1996) first observed the formation of a convection cell during numerical simulations of CO\textsubscript{2} storage in a deep saline aquifer.

An example of the onset of convection and the subsequent formation of downwelling fingers of dissolved CO\textsubscript{2} obtained from high resolution numerical simulations by Pau et al. (2010) is presented in Figure 1.2. In this figure, we can observe the formation of small, regular perturbations in the dissolved CO\textsubscript{2} concentration, which grow and form fingers.

Shortly after Weir et al. (1996), Lindeberg and Wessel-Berg (1997) explicitly considered both temperature and density-driven convection of a plume of CO\textsubscript{2} lying atop brine. Using a simplified approach based on well-known methods for analysing temperature-driven convection in porous media, they presented a basic stability criteria for the onset of convection. Lindeberg and Wessel-Berg (1997) noted that convection could drive the dissolution rate faster than diffusion alone, making it an important
mechanism for the safe storage of CO$_2$ in geological formations.

Fine-scale numerical studies by Lindeberg and Bergmo (2003), Ennis-King and Paterson (2003), and Ennis-King and Paterson (2005) verified the presence of convection, with the now-familiar fingers of CO$_2$ saturated brine sinking deep into the unsaturated brine modelled in detail numerically, and observed experimentally. These studies demonstrated that the rate of dissolution of gaseous CO$_2$ into the formation brine accelerates sharply at the onset of convective mixing, suggesting that convective mixing has an important role in the safe long-term storage of CO$_2$ in saline aquifers.

A significant body of scientific literature concerned with understanding the convective mixing process in the storage of CO$_2$ in saline aquifers followed in the ensuing years, with research spanning theoretical analysis, numerical simulations and experimental validations. This review article presents an overview of this research effort and suggests some directions for future research.

2 Governing equations

Convective mixing of dissolved CO$_2$ in brine is a complex problem described by coupled differential equations. The equations governing this density-driven convective mixing are Darcy’s law for fluid flow in a porous media, and the convection-diffusion equation for transport of the dissolved solute. They are commonly expressed as

\[ u = -\frac{k}{\mu} \left( \nabla P - \rho_f g \hat{z} \right), \]

and

\[ \phi \frac{\partial C}{\partial t} + u \cdot \nabla C = \phi D \nabla^2 C, \]  

where $u$ is the Darcy velocity, $k$ is permeability, $\mu$ is the fluid viscosity, $P$ is the pressure, $\rho_f$ is the fluid density, $g$ is the acceleration due to gravity, $\hat{z}$ is the unit vector in the direction of gravity, $\phi$ is the porosity of the porous medium, $C$ is the solute concentration, $t$ is time, and $D$ is the diffusion coefficient, the product of diffusivity and tortuosity (Ennis-King et al., 2005). The fluid is also assumed to be incompressible, so

\[ \nabla \cdot u = 0. \]
The coupling between Eqs. (2.1) and (2.2) arises due to the effect on fluid density of the concentration of solute, which is given by

\[ \rho_f = \rho_0 \left( 1 + \frac{\Delta \rho}{\rho_0 C_0} C \right), \]  

(2.4)

where \( \rho_0 \) is the density of the unsaturated fluid, \( C_0 \) is the maximum solute concentration, and \( \Delta \rho = \rho - \rho_0 \) is the maximum density increase with concentration. In the following, it will be assumed that \( \Delta \rho > 0 \), i.e., that increased solute concentration increases fluid density. This assumption is appropriate for dissolved CO\(_2\).

To simplify the analysis, it is commonly assumed that the dependence of \( \rho_f \) on \( C \) is only retained in the buoyancy term in Eq. (2.1), effectively linearising the dependence of density to concentration. This approximation, known as the Boussinesq approximation (Bear, 1972), is appropriate for CO\(_2\) dissolved in brine due to the weak dependence of partial molar volume on concentration (Ennis-King et al., 2005).

The governing equations are completed with appropriate boundary and initial conditions. If the porous media is considered an infinitely long horizontal reservoir of fixed height \( H \), see Figure 1.1, the boundary conditions at the top (\( z = 0 \)) and bottom (\( z = H \)) surfaces are given by

\[ w(x, 0, t) = 0, \quad w(x, H, t) = 0, \]  
\[ C(x, 0, t) = C_0, \quad \frac{\partial C(x, z, t)}{\partial z} \bigg|_{z=H} = 0, \]

(2.5)  

(2.6)

respectively, where \( C_0 \) is the solubility of CO\(_2\) in brine. The physical significance of these boundary conditions are to represent a fixed concentration at the upper surface, and a no-flux boundary at the base of the reservoir. The presence of a fixed concentration boundary at the upper surface is supported by the numerical simulation studies of Lindeberg and Bergmo (2003), Ennis-King and Paterson (2003), and Ennis-King and Paterson (2005), where it was observed that the interface between the gaseous CO\(_2\) and brine remains sharp despite the presence of fingers of CO\(_2\) saturated brine sinking into the less dense unsaturated brine. In reality, this assumption is a simplification of the true interface at the boundary layer, where two phase flow exists.
The initial conditions are
\[ u(x, z, 0) = 0, \quad C(x, z, 0) = 0 \text{ for } z > 0, \] (2.7)
which correspond to no initial velocity and zero initial solute concentration in the reservoir (apart from the top boundary).

Significant insight into the importance of various processes and properties can be obtained by non-dimensionalising the governing equations. For the case of the horizontal reservoir considered in Figure 1.1, several choices of scaling are obvious. Concentration \( C \) is scaled by \( C_0 \), and all lengths are scaled by the reservoir height \( H \). Typical diffusive scales are employed for time and velocity. Velocities are therefore scaled by \( \phi D/H \), and time is scaled by \( H^2/D \). Pressure is scaled by \( \phi \mu D/k \).

The governing equations, boundary conditions and initial conditions become
\[ u^* = -\nabla P^* + RaC^* \hat{z}, \] (2.8)
\[ \frac{\partial C^*}{\partial t^*} + u^* \cdot \nabla C^* = \nabla^2 C^*, \] (2.9)
\[ w^*(x^*, 0, t^*) = 0, \quad w^*(x^*, 1, t^*) = 0, \] (2.10)
\[ C^*(x^*, 0, t^*) = 1, \quad \frac{\partial C^*(x^*, z^*, t^*)}{\partial z^*} \bigg|_{z^*-1} = 0, \] (2.11)
\[ u^*(x^*, z^*, 0) = 0, \quad C^*(x^*, z^*, 0) = 0 \text{ for } z^* > 0, \] (2.12)
where the superscript asterisk denotes a dimensionless variable, and \( Ra \) is the Rayleigh number, given by
\[ Ra = \frac{k\Delta \rho g C_0 H}{\phi \mu D}. \] (2.13)

This dimensionless number is a measure of the relative importance of density-driven convection to purely diffusive motion. When \( Ra \) is large, convection may occur.

## 3 Homogeneous media

Due to the coupled nature of the equations governing convective mixing in a porous medium, analytical results are limited to a small number of tractable cases featuring simplistic models. The vast majority of these cases concern homogeneous reservoirs.

Most theoretical studies have focussed on estimating the critical time for the onset of convective mixing, the critical wavelength of the fingers that form as the dense CO\(_2\) rich brine mixes into the less dense unsaturated brine, and the rate of mass transfer of CO\(_2\) due to convective mixing. A detailed review of the instability of boundary layers in porous media is presented in Rees et al. (2008), where results from different approaches are compared and evaluated. In most cases, only linear systems are considered.

Ennis-King and Paterson (2003), and Ennis-King and Paterson (2005) used linear stability analysis to estimate the critical time for the onset of convective mixing, \( t_c \), given by
\[ t_c = c_1 \frac{\phi^2 \mu^2 D}{k^2 (\Delta \rho)^2 g^2}, \] (3.1)
where \( c_1 \) is a constant. Ennis-King and Paterson (2005) calculated \( c_1 \approx 78 \) for an isotropic, homogeneous porous media. Using a similar analysis, Xu et al. (2006) calculated \( c_1 = 75.19 \).

Riaz et al. (2006) used a different time scale in their analysis of this problem, scaling time with \( \phi H^2/D \), and consequently obtained slightly different results for the critical time and the value of...
Figure 3.1: Instability region for convective mixing in a homogenous porous medium. For $Ra < 32.5$, no convection is possible. For $Ra > 75$, onset time is independent of $Ra$. Figure from Slim and Ramakrishnan (2010).

Slim and Ramakrishnan (2010) extended the theoretical analysis of the critical time for the onset of density-driven convection in a porous medium using linear stability and energy stability techniques. In so doing, they derived critical times for various regimes of $Ra$. Unlike previous studies that relied on implicit assumptions of when a perturbation occurs, no such assumptions are necessary. Slim and Ramakrishnan (2010) present stability diagrams showing that no convection is possible for $Ra < 32.5$, see Figure 3.1. Above this value of the Rayleigh number, convection is possible with a minimum onset time depending on $Ra$. For $Ra > 75$, the earliest possible time for the onset of a convective instability is independent of $Ra$, and is given by Eq. (3.1) but with a constant given by $c_1 = 47.9$. This time is significantly earlier than that estimated by Ennis-King and Paterson (2005) and Xu et al. (2006).

The critical wavelength $\lambda_c$ of the instability is then (Ennis-King and Paterson, 2005; Xu et al., 2006)

$$\lambda_c = c_2 \frac{\phi \mu D}{k \Delta \rho g}, \quad (3.2)$$

where $c_2$ is a constant. Ennis-King and Paterson (2005) calculates $c_2 \approx 92$, while Xu et al. (2006) gives a value of $c_2 = 96.23$.

These expressions for the critical time and critical wavelength were extended to the case of anisotropic homogenous media by Ennis-King and Paterson (2005) and Ennis-King et al. (2005). When anisotropy is included, the constants $c_1$ and $c_2$ become functions of the ratio of vertical to horizontal permeability $\gamma = k_v/k_h$, where $k_v$ and $k_h$ are the permeabilities in the vertical and horizontal directions,
respectively. The functional form of these coefficients are given by (Ennis-King and Paterson, 2005; Ennis-King et al., 2005)

\[
c_1(\gamma) \approx c_1 \left(1 + \sqrt{\gamma}\right)^4 \frac{1}{16\gamma^2}, \tag{3.3}
\]

\[
c_2(\gamma) \sim c_2 \left(1 + \sqrt{\gamma}\right)^2 \frac{1}{4\gamma^{3/4}}. \tag{3.4}
\]

Figure 3.2 demonstrates the effect of permeability anisotropy on the critical time for the onset of convection, as well as the critical wavelength of the fingers. It is evident that reducing the vertical permeability in comparison to the horizontal permeability has a dramatic effect on the time for the onset of the convective instability, while having only a small effect on the wavelength of the fingers.

High resolution numerical simulations have shown that the mass flux oscillates about a constant value in the long term, with temporal variations of the order of 15% (Hesse et al., 2006; Pruess and Zhang, 2008; Pau et al., 2010), see Figure 3.3. The functional form of this long-term mass flux of CO$_2$ per unit width in a two-dimensional model, $F_m$, is given by (Hesse et al., 2006; Pau et al., 2010)

\[
F_m \approx 0.017 \frac{kC_0 \Delta \rho g}{\mu}, \tag{3.5}
\]

where the constant 0.017 is calculated from numerical results.

Pau et al. (2010) also presented analogous results for three dimensions, observing that the mass flux exhibits similar long-term behaviour as the two-dimensional case.

Neufeld et al. (2010) examined the relationship between the convective mass flux and $Ra$, and determined through numerical simulations and experimental analogues that the convective mass flux scales as $Ra^{4/5}$, in contrast with the classical linear relationship. Using simple analytical arguments, Neufeld et al. (2010) provided a theoretical basis for their findings. However, the dependence on the reservoir height suggests that this finding is valid for a regime where the downward flux of CO$_2$ is influenced by the base of the reservoir.
Elenius and Johannsen (2012) investigated the onset time of the fully nonlinear convective regime, defined by the authors as the time where the dissolution rate shows a rapid increase from the initial diffusive decay. This rapid increase corresponds to the point in time where the convective fingers begin to coalesce. Note that this time is different to the critical time for the onset of convection $t_c$ discussed earlier. Ensemble averages of 300 simulations with various initial perturbations are used to examine the time for the onset of the fully nonlinear regime, where it was observed that this time was more than 30 times larger than $t_c$. This finding suggests that the onset time for fully nonlinear convection should be used in practical applications to field-scale simulations.

Typical values for the critical time for the onset of convection, $t_c$, the critical wavelength $\lambda_c$, and the long-term mass flux of CO$_2$ due to convective mixing for typical reservoir parameters are presented in Table 3.2. Typical fluid properties are given in Table 3.1.

In these examples, convective mixing can occur at times ranging from less than one year up to over one hundred years, depending on permeability and porosity. The critical wavelength ranges from tens of metres to tens of centimetres, and the long-term steady mass flux varies from $1.4 \times 10^{-9}$ kg m$^{-2}$ s$^{-1}$ to $144 \times 10^{-9}$ kg m$^{-2}$ s$^{-1}$.

These values suggest that convective mixing occurs relatively quickly in comparison to the total simulated life of a project, which may be thousands of years. Importantly, the critical wavelength, which can be on the cm scale, is typically orders of magnitude smaller than the lateral dimensions...
Table 3.1: Typical fluid properties.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Viscosity, ( \mu )</td>
<td>( 0.5947 \times 10^{-3} ) (kg m(^{-1}) s(^{-1}))</td>
</tr>
<tr>
<td>Unsaturated brine density, ( \rho_0 )</td>
<td>994 (kg m(^{-3}))</td>
</tr>
<tr>
<td>Saturated brine density, ( \rho )</td>
<td>1004.5 (kg m(^{-3}))</td>
</tr>
<tr>
<td>( \text{CO}_2 ) solubility in brine, ( C_0 )</td>
<td>49.0 (kg m(^{-3}))</td>
</tr>
<tr>
<td>Diffusion coefficient, ( D )</td>
<td>( 2 \times 10^{-9} ) (m(^2) s(^{-1}))</td>
</tr>
</tbody>
</table>

Table 3.2: Critical time for the onset of convection \( t_c \), critical wavelength \( \lambda_c \), and long-term mass flux \( F_m \).

Typical fluid properties presented in Table 3.1.

<table>
<thead>
<tr>
<th>( \phi )</th>
<th>( k ) (md)</th>
<th>( t_c ) (s)</th>
<th>( \lambda_c ) (m)</th>
<th>( F_m ) (kg m(^{-2}) s(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>10</td>
<td>( 5.2 \times 10^8 )</td>
<td>10.7</td>
<td>( 1.4 \times 10^{-9} )</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>( 5.2 \times 10^6 )</td>
<td>1.1</td>
<td>( 14.4 \times 10^{-9} )</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>( 5.2 \times 10^4 )</td>
<td>0.1</td>
<td>( 144.4 \times 10^{-9} )</td>
</tr>
<tr>
<td>0.2</td>
<td>10</td>
<td>( 2.1 \times 10^9 )</td>
<td>21.3</td>
<td>( 1.4 \times 10^{-9} )</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>( 2.1 \times 10^7 )</td>
<td>2.1</td>
<td>( 14.4 \times 10^{-9} )</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>( 2.1 \times 10^5 )</td>
<td>0.2</td>
<td>( 144.4 \times 10^{-9} )</td>
</tr>
<tr>
<td>0.3</td>
<td>10</td>
<td>( 4.7 \times 10^9 )</td>
<td>32.0</td>
<td>( 1.4 \times 10^{-9} )</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>( 4.7 \times 10^7 )</td>
<td>3.2</td>
<td>( 14.4 \times 10^{-9} )</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>( 4.7 \times 10^5 )</td>
<td>0.3</td>
<td>( 144.4 \times 10^{-9} )</td>
</tr>
</tbody>
</table>

of numerical grid blocks used in field-scale simulations. As a result, field-scale simulations do not properly account for the increased dissolution rate due to convective mixing.

4 Heterogeneous media

In contrast to homogeneous reservoirs, comparatively little work on understanding convective mixing in heterogeneous porous media is present in the literature. In particular, theoretical estimates of useful quantities such as the critical time for the onset of convection, the critical wavelength and even the critical value of \( Ra \) are lacking. Only a limited number of numerical studies of the effects of heterogeneity on the characteristics of convection have been undertaken, with these providing few broadly applicable observations.

Some inspiration for theoretical analysis may possibly be drawn from studies concerning thermal convection in heterogeneous porous media (Nield and Simmons, 2006; Nield and Kuznetsov, 2007; Nield and Simmons, 2007; Simmons et al., 2010). For example, Nield and Simmons (2007) presented an approximate criterion for the establishment of convection in a heterogeneous porous medium.

Studies involving reservoir heterogeneity are usually limited to a simplified but representative form of heterogeneity. One model of heterogeneity that has been applied in practice is a simple model containing thin, horizontal flow barriers in a homogenous medium. This simple formulation is relatively simple to implement in numerical simulations, and provides a reservoir where the vertical permeability is significantly smaller than the horizontal permeability, as is often observed in actual reservoirs.

Green and Ennis-King (2009) presented detailed numerical simulations of convective mixing in a porous medium containing a random distribution of lateral flow barriers in an otherwise homogenous
medium to represent vertical heterogeneity. An example of the effect of horizontal barriers on the development of convective fingering is presented in Figure 4.1. In this case, the homogeneous model has an effective vertical permeability equal to the heterogeneous model. As Figure 4.1 demonstrates, the convective fingers have grown much faster for the heterogeneous case compared to the homogeneous case. Through multiple realisations of similar cases, it was observed that convection began much earlier in this homogeneous setting than it did in a homogeneous medium with identical effective permeabilities. If the characteristic length scale of the convection fingers at the onset of mixing were much smaller than the vertical separation between flow barriers, then the local vertical permeability was controlling parameter. This finding highlighted that heterogeneity on multiple length scales will be important as convection fingers grow, which has obvious implications for upscaling from high-resolution simulations to field-scale simulations. Similar observations are made by Lindeberg and Wessel-Berg (2011) for both regularly positioned and randomly distributed horizontal barriers.

Elenius and Gasda (2012) used a regular distribution of horizontal flow barriers to examine their influence on the dissolution rate of CO$_2$. By considering models with barriers of various lengths, Elenius and Gasda (2012) observed that the presence of barriers reduces the long-term stable mass flux in comparison to the case with no barriers, with an exponential decrease with increasing barrier length. Furthermore, Elenius and Gasda (2012) noted that as the barrier length was increased, the temporal growth in the vertical extent of the fingers decreased markedly.

A detailed numerical study of the influence the degree of spatial heterogeneity in permeability has on the character of density-driven dissolution rate of CO$_2$ in saline aquifers was presented by Farajzadeh et al. (2011). Using a spectral method to generate multiple realisations of permeability heterogeneity of various degree with the same high Rayleigh number, they observed three marked regimes characterised by the Dykstra-Parson coefficient, a measure of the extent of the heterogeneity. For small values of the Dykstra-Parsons coefficient, corresponding to a weakly heterogeneous permeability field, fingering analogous to the homogeneous case was observed, and this regime was termed the heterogeneous fingering regime, see Figure 4.2(b). In comparison to the homogeneous case, however, the amount of CO$_2$ dissolved in the heterogeneous case was found to be greater in most instances.

For medium values of the Dykstra-Parsons coefficient, representative of a moderate degree of heterogeneity, significant flux through some pathways of relatively higher local permeability was observed in most cases. This resulted in plumes dominated by the distribution of permeability. As a result, Fara-
Figure 4.2: The heterogenous regimes identified by Farajzadeh et al. (2011). (a) Homogenous fingering; (b) Heterogeneous fingering; (c) Heterogenous channeling; (d) Heterogeneous dispersion. All examples at similar time. Figures taken from Farajzadeh et al. (2011).

Farajzadeh et al. (2011) termed this the channeling regime, see Figure 4.2(c) for an example. As for the heterogeneous fingering regime, the dissolution rate was typically greater than for the homogenous case.

Finally, for large Dykstra-Parsons coefficients, where heterogeneity is significant, the dissolution rate increased as the square root of time, suggesting that this regime could be adequately represented by a purely dispersive model with an appropriate diffusion coefficient. No fingering was observed, see Figure 4.2(d) for an example of the heterogeneous dispersive regime.

The work of Farajzadeh et al. (2011) was extended by Ranganathan et al. (2012) to study the effect of the Rayleigh number on the characteristic of density-driven dissolution of CO$_2$ in saline aquifers. Using a Sequential Gaussian Simulation method to construct heterogeneous permeability fields, they also observed three possible characteristic regimes from plots of the vertical mixing length (an arbitrary length defined by the authors as the vertical distance from the top boundary to the location where the concentration of CO$_2$ is 10% of its solubility) versus time. Depending on the value of Rayleigh number, the mass transfer of CO$_2$ is either dominated by diffusion, convective mixing, or features a mixing length growth slower than convection but nearly equal to the diffusive case. However, when the degree of permeability variation is significant, no diffusion-dominated regime is observed, and only two characteristic regimes are possible.

As expected, large-scale permeability heterogeneity can have a significant impact on the onset, rate
and characteristic behaviour of convective mixing of CO$_2$ in saline aquifers. The effects of small-scale heterogeneity, such as that associated with the spatial variation of the pore size distribution, has also been observed to effect the rate of dissolution. Aggelopoulos and Tsakiroglou (2012) presented experimental and numerical results of CO$_2$ dissolution in columns packed with granular porous media which suggested that while the dissolution rate in this idealised model is relatively unaffected by permeability variation due to the porosity heterogeneity, failing to account for the variation in hydrodynamic dispersion due to the porosity heterogeneity can lead to large discrepancies. It should be noted that the permeability variation considered in this study is small, and that larger permeability heterogeneity may lead to more significant changes to the dissolution rate.

5 Geochemistry

Another complicating factor that has not received a great deal of attention in the scientific literature is the role of geochemical reactions between the CO$_2$ and minerals present in the formation during sequestration. While slow reactions with typical minerals such as calcium present in the reservoir can take hundreds to thousands of years to precipitate a significant fraction of the injected CO$_2$, reactions with common carbonate minerals such as calcite can occur much faster and influence the onset of convective mixing in the short term.

Ennis-King and Paterson (2007) presented a theoretical and numerical study of the role of geochemistry on the onset and rate of convective mixing of CO$_2$. If chemical reaction were sufficiently slow, convective mixing could occur as if no reactions were occurring, and the only role geochemical reactions play is in the long-term mineralisation of CO$_2$. However, when fast acting reactions were considered, significant coupling between the reactions and convective mixing could be expected. First, the reaction could alter the density of the fluid due to changes in solute concentration or even temperature (either exothermic or endothermic). Secondly, reactions between the CO$_2$ and minerals in the reservoir rock may result in local variations to porosity and permeability. Ennis-King and Paterson (2007) demonstrated using a simple analytical model with a single mineral present that fast acting chemical reactions can lead to significant increases in the critical time for the onset of convective mixing. Including the effects of geochemical reactions, the critical time could be up to an order of magnitude greater than for the case with no reactions present. However, the wavelength of perturbations remained relatively unchanged.

This effect was considered in detail by Andres and Cardoso (2011), who showed that the density instability with fast chemical reactions was determined solely by the dimensionless parameter

$$\frac{Da}{Ra^2} = \frac{\phi \mu^2 k_r A D}{(k \Delta \rho g)^2},$$

where $Da$ is the dimensionless Damköhler number, which relates the reaction time to the flow transport time, $k_r$ is the kinetic rate constant, and $A$ is the area per unit volume of mineral. For $Da/Ra^2 \lesssim 0.002$, convection can occur, with a critical time to onset that grows linearly with increasing $Da/Ra^2$. This indicates that as the reactions occur faster (increasing $Da$ at constant $Ra$), the critical time for the onset of convection is delayed, as observed by Ennis-King and Paterson (2007). For $Da/Ra^2 > 0.002$, chemical reactions are so rapid as to stabilise the diffusive layer at the CO$_2$-brine interface, and no convection is possible (Andres and Cardoso, 2011). However, these findings are for the simplified case where reactions continue indefinitely, and it is unclear how these results would be modified when reactions are limited by the finite amount of reactants.

Ghesmat et al. (2011b) presented a linear stability analysis of the effect of geochemical reactions on the onset of convective mixing, and confirmed that fast reactions typically stabilise the diffusive layer thus delaying the onset of convection by reducing the density contrast. Interestingly, the rate of trapped CO$_2$ was shown to increase in these cases, with mineralisation of CO$_2$ from the dissolved...
phase occurring at a rate faster than the decrease in convective mixing resulting from the reduced mass of dissolved CO$_2$.

Numerical simulations showed that including the effects of geochemical reactions could result in a significantly increased dissolution rate (Ennis-King and Paterson, 2007), see Figure 5.1. For instance, including reactions led to an increase of approximately 30% in the proportion of dissolved CO$_2$ after 100 years, even neglecting the effect on fluid density of the ionic concentration. When the contribution to the fluid density due to local ion concentration is included in the simulation, the dissolution rate increases further, with an additional 25% of the total CO$_2$ dissolved, see Figure 5.1.

In the cases considered by Ennis-King and Paterson (2007), local permeability decreases due to the presence of geochemical reactions was small, and insufficient to impede or inhibit convective mixing. However, it is feasible that some cases of practical interest may feature mineralogy that will enable reactions that will retard convection. Site specific simulations with accurate representations of the mineralogy will therefore be important in obtaining robust predictions.

One of the key findings of Ennis-King and Paterson (2007) that has not received a great deal of attention is that the increase in fluid density due to ion concentration can be of the same order of magnitude as the density increase due to dissolved CO$_2$. This effect can therefore be an important process in the onset and rate of convective mixing, as confirmed in the sensitivity analysis of Zhang et al. (2011). If this effect is neglected, predictions of the onset time and dissolution rates of convective mixing may vary significantly from their actual values.

6 Applications to field-scale modelling

Thus far, most of the research into convective mixing of CO$_2$ in a saline aquifer has been concerned with examining simple problems that are analytically tractable, such as estimating the critical time for the onset of convective mixing in a horizontal homogenous reservoir, or with fine-scale simulations
with computational domains of the order of metres in width. This is in contrast with field-scale simulations of CO\(_2\) storage, which commonly feature individual grid blocks with dimensions at least one order of magnitude and sometimes two orders of magnitude greater than the total dimensions of these fine-scale models. Consequently, there is a disconnect in length scales between the results concerning convective mixing of CO\(_2\) in saline aquifers currently available in the scientific literature, and the numerical simulations of a practical storage project.

The use of large grid blocks in these studies is necessitated by limits on the available computational power, and the common requirement to perform simulations on a suite of possible geological realisations to mitigate the uncertainty in many important parameters. However, these large grid blocks inhibit the onset of convection within the numerical simulation, and hence underestimate the rate of dissolution. Indeed, when considering the critical wavelength for convective fingers which could be on the centimetre scale (see Table 3.2, it is obvious that grid blocks of lateral dimensions that are several orders of magnitude greater than this will be unable to accurately capture the fingering process.

Comparatively few studies attempting to incorporate fine-scale convective mixing processes into field-scale simulations have been published. Pruess and Nordbotten (2011) included the enhanced dissolution as a result of sub-grid scale convective mixing in a large-scale simulation by way of a rudimentary sink term applied to the region in the uppermost row of grid blocks containing mobile phase CO\(_2\). For the reservoir conditions of the problem considered, the onset time of convective mixing was estimated to be insignificant compared to the total simulation time, and as such, this process was assumed to take place instantaneously.

For a gently sloping reservoir, Pruess and Nordbotten (2011) found that increasing the dissolution rate in this fashion led to a CO\(_2\) plume that was thinner as it migrated updip, while reducing the updip flux. Interestingly, the speed of the plume was unaffected by the inclusion of the sink terms.

Gasda et al. (2011) and Gasda et al. (2012) include the subgrid convection of CO\(_2\) in a vertical equilibrium formulation (Gasda et al., 2009) using an upscaled representation of the dissolution and convection processes. Like Pruess and Nordbotten (2011), they assume that the convective mixing process begins instantaneously, and that the dissolution rate is linear for all times when gas phase CO\(_2\) is present. Applying this model to some test problems, it was observed that including the enhanced dissolution due to convection could significantly reduce the updip distance travelled by the plume of CO\(_2\), and hence reducing the total time in which the plume is migrating.

Mykkeltvedt and Nordbotten (2012) applied this vertical equilibrium approach to estimate the rate of convective mixing in the Utsira formation at the Sleipner field. This process results in a predicted dissolution rate due to convective mixing of 15 kg m\(^{-2}\) y\(^{-1}\), which is comparable to measured estimates. Mykkeltvedt and Nordbotten (2012) note that this relatively high rate of dissolution cannot be explained without including the convective mixing process, suggesting that enhanced dissolution due to convective mixing can be important even during the injection process.

7 Future directions

It is clear that the disparate length scales at which convective mixing occurs and the size of the grid blocks used in field-scale simulations is a fundamental limitation on the accuracy of numerical simulations of CO\(_2\) storage in saline aquifers. Due to the importance of convective mixing on the rate of dissolution, and hence the secure storage of CO\(_2\), mechanisms for incorporating the enhanced dissolution rate due to convection are necessary for reliable numerical predictions.

Pruess and Nordbotten (2011) presented a simplistic implementation of the subgrid scale convection for a simple test problem using sink terms in the uppermost row of the regular simulation grid, while Gasda et al. (2011) have incorporated the steady long-term flux into a vertical equilibrium model.
In order to advance the inclusion of the fine-scale convective mixing process in field-scale simulations, further research into the dependence of the steady mass flux once convection has been established on parameters controlling the heterogeneity is necessary. The enhanced dissolution due to the convection may then be incorporated into field-scale simulations in a dynamic fashion, possibly through effective fluid or reservoir parameters, in a similar fashion to the usual permeability upscaling commonly employed in practice.

This will be important for numerical modelling of CO$_2$ storage in the Precipice Sandstone, where dissolution will play an important role in the long-term storage. To this end, this research project will study the long-term convective mass flux of CO$_2$ in heterogeneous reservoirs, first using a simple model of heterogeneity consisting of large lateral flow barriers as used by Green and Ennis-King (2009). Heterogeneity specific to the Precipice Sandstone can then be incorporated using results derived from the available log data. The role of geochemistry appropriate to the Precipice Sandstone on the long-term convective flux will also be examined. Following this, means to incorporate the fine-scale convective mixing results into field-scale simulations will be examined through inclusion of sub-grid scale methods into existing available software.
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